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ABSTRACT

Advanced in-vehicle infotainment systems are part of the future’s
intelligent autonomous vehicles. Developing such systems requires
advanced interaction modalities to be utilized. On the other hand,
using sophisticated applications on an unimodal touch display for
manual driving vehicles could endanger drivers’ lives and result in
a poor user experience. Offering in-vehicle fusion multimodal in-
teraction could broaden the types of applications and enhance user
experience while keeping safety and low distraction into account.
Since in-vehicle interaction is bi-directional, both driver-vehicle and
vehicle-driver sides are equally important to achieve and develop
advanced infotainment systems. Searching in related literature, it
has been found that there is good progress in driver-vehicle fusion
multimodal interaction; in comparison, only a scarce amount of
research on the vehicle-driver side is available. This paper presents
the state-of-the-art in vehicle-driver fusion multimodal interaction
for infotainment systems. This type of interaction is essentially a
form of human-computer interaction. However, when we specify
that the computer is a vehicle computer, certain specific factors
become essential to consider when developing the user interface
for this type of computer. Furthermore, a research agenda together
with challenges and opportunities is proposed.

CCS CONCEPTS

« Human-centered computing — HCI theory, concepts and
models; Auditory feedback; Graphical user interfaces; Dis-
plays and imagers; Interaction techniques; Displays and im-
agers; Auditory feedback; Graphical user interfaces.

KEYWORDS

In-vehicle interaction, HUD, head-up display, fusion multimodal
interaction, vehicle-driver interaction, visual-speech interaction

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

ECCE 2024, October 08—11, 2024, Paris, France

© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1824-3/24/10

https://doi.org/10.1145/3673805.3673818

ACM Reference Format:

Mahmoud Baghdadi and Achim Ebert. 2024. Approaching Intelligent In-
vehicle Infotainment Systems through Fusion Visual-Speech Multimodal
Interaction: A State-of-the-Art Review. In European Conference on Cognitive
Ergonomics (ECCE 2024), October 08-11, 2024, Paris, France. ACM, New York,
NY, USA, 7 pages. https://doi.org/10.1145/3673805.3673818

1 INTRODUCTION

Nowadays, vehicles have infotainment systems that drivers can
interact with for non-driving related tasks (NDRT). Drivers can
interact with vehicles using different modalities (e.g., tactile and
auditory). On the other hand, vehicles can also interact with drivers
through different modalities (e.g., visual and auditory). According
to Dix, there are two interaction channels: input, where humans
interact with computers, and output, where computers interact with
humans [7]. In other words, when drivers interact with vehicles, it
is considered an input interaction, whereas, when vehicles interact
with drivers, it is an output interaction. We can also express the
same meaning of input interaction by the phrase driver-vehicle
interaction and of output interaction by the phrase vehicle-driver
interaction. Each interaction channel could be conducted using
either a single modality (unimodal interaction) or several modalities
(multimodal interaction).

Natural human-to-human interaction is multimodal. A person
communicates verbally to another person while using hand ges-
tures to point to a direction or an object. On the contrary, the other
person listens and looks simultaneously to comprehend the ongoing
communication. Similarly, humans communicate with computers
through different modalities, such as voice and touch. However,
when we communicate with a computer, a smartphone for instance,
we still need to communicate in a specific way for the smartphone
to understand us. In other words, it is a conditional interaction; if
we don’t adhere to the conditions, the smartphone will not under-
stand us correctly. While human computer interaction has reached
a point where multimodality is possible, different environments
impose some limitations. The driving environment is one good
example because the driving task demands visual attention; vehi-
cles cannot simply interact visually with the driver all the time. It
is also vital for in-vehicle interaction to be as quick and short as
possible for the driver not to be distracted for long. Searching in
literature, the research on driver-vehicle natural interaction has
reached an advanced level where drivers can interact with vehi-
cles in a fusion multimodal interaction [1]. On the contrary, the
research focusing on vehicle-driver interaction is still in its infancy.
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In fact, vehicle-driver interaction is much more complicated when
safety is a concern. We know from the literature that drivers initiate
interaction with vehicles when the driving condition allows it [5].
In other words, drivers know when it is safe enough to interact
with vehicles. However, current in-vehicle technology has not yet
reached an advanced level of intelligence to determine the right
moment to interact with the driver. Another point that is worth
mentioning is drivers can decide which modality is suitable for the
current driving condition, whereas vehicles need to be developed
to interact in accordance with the driving condition.

Fusion multimodal interaction could overcome some unimodal
downsides. In-vehicle speech unimodal interaction causes less vi-
sual distraction than touch (which demands visual attention) in-
teraction. However, speech has some interaction downsides that
could negatively impact driving activity (e.g., users are uncertain if
the vehicle comprehended their message) [4]. This could lead the
in-vehicle speech system to repeat what it understood, extending
the interaction time. Multimodal interaction comes in handy to
eliminate this issue. A useful multimodal combination for speech
is visual; however, while visual output distracts the driver, it could
still be safe in some driving conditions (i.e., while the vehicle is
semi-autonomously driving). Visual-speech multimodal interaction
would overcome the system comprehension downside and turn the
conditional interaction into a more natural one. Visuals can help
the driver validate what the system understood via short text, while
with speech modality, it could continue the conversation based on
the displayed context. In other words, the system does not need to
repeat what it understood for the driver to validate the message.
This would close the gap between a system’s conditional and nat-
ural interactions. Therefore, developing an intelligent in-vehicle
interaction is crucial to be able to combine visuals with speech.
Intelligent in-vehicle interaction means the vehicle is contextually
aware of the driving environment and able to display well-designed
visuals on a suitable display in the vehicle.

Developing multimodal output interaction is as crucial as devel-
oping multimodal input interaction for vehicles to reach natural
interaction with the driver. This could also help reduce distraction
and enhance user experience. Furthermore, infotainment and work
tasks become the main tasks in fully autonomous vehicles. In such
scenarios, vehicles should be well developed to interact with the pas-
sengers naturally (fusion multimodal interaction). Another factor to
emphasize in developing vehicle-human fusion multimodal interac-
tion is implicit interaction. Implicit interaction requires the vehicle
to initiate the interaction with passengers whenever needed [20]. It
is also worth mentioning that offering fusion multimodal output, in
some cases, is even more important than input. For instance, on a
smartphone, when a user verbally asks the voice assistant about the
weather conditions, the phone speaks back a short answer but pro-
vides more details visually on the display. In vehicles, drivers need
similar multimodal output. Nonetheless, it is important to carefully
develop visual-speech multimodal output systems to ensure safety.

With the advancement of in-vehicle technologies, intelligent ve-
hicles that are equipped with intelligent infotainment systems will
become real. During that journey, fusion vehicle-driver interaction
will gradually become much more important. Since the current
vehicles promote speech interaction to reduce distraction, an intelli-
gent visual-speech fusion interaction is crucial to overcome speech
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downsides and enhance users’ experience and safety. More and
more, implicit interaction is predicted to be part of the soon coming
future intelligent vehicles where fused visual-speech interaction is
a must. Therefore, we will discuss in this paper the state-of-the-art
of current research on vehicle-driver visual-speech interaction in
the context of infotainment systems. Furthermore, based on the
presented literature, we will develop a research agenda and illus-
trate research opportunities and challenges for future research on
vehicle-driver visual-speech fusion multimodal interaction.

2 BACKGROUND

Developing infotainment systems to become intelligent is crucial
due to the high demand for additional features and applications.
From a user perspective, a user may call a system intelligent when
the system suggests useful commands or tools depending on the
task being accomplished to quicker and more efficiently achieve
that task. According to Krishnakumar, “an intelligent system is one
that emulates some aspects of intelligence exhibited by nature [17].
This includes “learning, adaptability, robustness across problem
domains, improving efficiency (over time and/or space), informa-
tion compression (data to knowledge) and extrapolated reasoning”
[17]. Developing an infotainment system that complies with Krish-
nakumar’s definition should promote a conventional infotainment
system to an intelligent one. However, based on the definition, we
can still call an infotainment system intelligent if it has some but
not all intelligence aspects. Garzon in his paper considered an in-
fotainment system that is contextually aware and be able to learn
from the user interaction based on different situations intelligent
[8]. Therefore, we can deduce that intelligent infotainment sys-
tems can be of different levels of Intelligence, something similar to
autonomous vehicles where we have levels of SAE standards [11].

While multimodal interaction user interfaces in vehicles are
still in their infancy, searching in literature, studies on multimodal
interaction have begun in the late 1980s or early 1990s. According
to [21], there are three types of multimodality; Redundant is the
first type. Redundant multimodality offers more than one modality
where the user can use one or more modalities to accomplish a task.
The second type is temporally cascaded multimodality. This type
involves more than one modality to accomplish a task. However,
not all modalities are used simultaneously; rather, one modality is
used after another. Temporally cascaded multimodality requires the
user to utilize two or more modalities to accomplish a task; in other
words, a task cannot be accomplished using only one modality
like the case in the redundant multimodality type. The third type
occupies the term fused and commonly the term “put-that-there”.
This type of multimodality also requires the user to interact with
two or more modalities. However, all modalities are simultaneously
used and then combined to elicit an outcome.

Multimodality in interaction requires the utilization of two or
more modalities. In literature, these modalities consist of seven
modalities: visual, auditory, haptic, olfactory, gustatory, cerebral
and cardiac [13]. Every interaction between two entities requires
one side to output a signal and the other to input that signal. There-
fore, the two interaction channels are input and output interaction
[7]. Humans and machines can interact with each other through
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some of the modalities explicitly and others implicitly [20]. Be-
cause humans have no direct conscious control over their cardiac
and cerebral modalities, interacting with machines through these
modalities is considered an implicit interaction. On the other hand,
humans can interact explicitly through the rest of the modalities.
It is also worth mentioning that not all modalities are suitable for
in-vehicle interaction (i.e., gustatory) [13].

Vehicle-driver interaction is basically computer-human interac-
tion; however, by specifying that the computer is a vehicle computer,
more specific factors are crucial when developing the user interface
for this kind of computer. For manual driving vehicles, distraction
is one crucial factor. Since driving is the main activity, any other
non-driving related task (NDRT) is considered a secondary activity
(i-e., using an infotainment system) [22]. This does not necessar-
ily mean that all secondary activities are less important than the
driving activity however, they should not distract the driver from
fully performing the driving activity. Distracting the driver from
the main activity could lead to dangerous situations. Other factors
should also be considered when developing user interfaces for vehi-
cles, these factors are cognitive load, usability, situation awareness
and task performance. The latter consists of task completion time,
efficiency and error rate.

Since the invention of cars, almost every piece of information
the driver needed was an analog meter. The first display-equipped
cars were revealed in the 1970s [15]. For the first time in history,
the dashboard of a car was a digital display. The early displays
that were installed cars were monochrome displays, mostly green
in color. Throughout the time, more displays made their way to
cars with even more colors. Nowadays, many cars have at least
one high-resolution full-color multitouch display. This display is
usually placed in the center cluster of a vehicle and it is called the
infotainment display. Another type of in-vehicle display would be
the Head Down Display (HDD), which is the exact dashboard in
a modern full-colored display. This display is usually not a touch
display and can be interacted with through the infotainment display
or the buttons on the steering wheel. Another type of display that
was installed to assist the driver is the Head-Up Display (HUD).
This type of display is projected onto the windshield where the
driver can see some information without taking the eyes off the
road. Since displays are also used for entertainment, more and more
displays have made their way to cars, for instance, rear passenger
displays, which are normally installed on the back of the front seats.
Some modern cars are also equipped with a display for the front
passenger. In other words, a modern sedan vehicle can be equipped
with 6 displays. It is expected in the near future that HUDs will
evolve into a larger state where the whole windshield turns into
a display; scientists currently call it a Windshield Display (WSD)
[6, 9]. The next section will present the state-of-the-art literature
on vehicle-driver visual-speech fusion multimodal interaction.

3 VEHICLE-DRIVER FUSION MULTIMODAL
INTERACTION: A STATE OF THE ART

Since speech has minimum visual distraction effects on drivers, it
has some downsides that could lead to distraction. Visuals are a
good addition to speech when we develop vehicle-driver fusion
multimodal interaction systems. However, displaying visuals has
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a direct connection to visual distractions. Therefore, many factors
must be considered before developing such systems. The literature
in this section was found by focusing our search on in-vehicle mul-
timodal interaction and related terms (e.g., Infotainment system
and fusion multimodal interaction). We then excluded all papers re-
lated to non-fusion multimodal interaction and non-vehicle-driver
interaction. It is important to acknowledge that the analysis of the
presented literature is focused on the visual-auditory aspects of
vehicle-driver interaction, which aligns with the scope of this paper.
Readers should know that the original studies may encompass a
wider range of findings beyond this specific focus. It is evident in
the related literature that the design of the graphical user inter-
face (GUI) and the location and display type are directly linked to
developing an efficient visual-speech fusion multimodal system
for vehicle-driver interaction. Thus, this section is divided into
subsections based on in-vehicle display type.

3.1 Head-up Display and Windshield Display

Several papers utilized HUDs or WSDs in combination with speech
for visual-auditory output [12, 18, 26]. However, there seem to be
opportunities for further exploration in the area of GUI design
within current research in the field of HCI, specifically for HUD
and WSD. Furthermore, most visual-auditory literature does not
exploit the fusion type of multimodality but rather implements the
redundant or temporal cascaded types. Jakus et al. conducted a user
study to compare auditory, visual, and audio-visual interaction in
cars [12]. The focus of this paper was on the output side of interac-
tion; therefore, they used basic buttons and the scrolling wheel of a
mouse as input. Participants were asked to perform several tasks
like changing the fan speed and asking for the average speed of
their trip. A standard hierarchical interface was projected on the
windshield (HUD) for visual output and speech for auditory display.
The participants have experienced the interface via auditory, visual,
and audio-visual multimodal displays. The visual and audio-visual
displays were faster and more efficient in accomplishing secondary
tasks than the auditory display. Most of the participants preferred
using the multimodal display over unimodal displays. While both
displays had no significant difference in driving performance, they
still scored some negative points. The GUI of the HUD in this paper
was colored small sized text only. Improving the interface design
could influence the results and probably make the multimodal dis-
play the most preferable by participants and improve usability.

Li et al. conducted a user study where they evaluated three inter-
action systems: using an iPhone by hand and talking to the assistant
(Siri), pressing a button on the steering wheel and talk to Siri and
press a button on the steering wheel and Siri displaying the results
on the HUD as a visual and speech output [18]. The latter is consid-
ered a fusion multimodal interaction. The participants were asked
to follow a lead car and accomplish location-based service tasks
(e.g., finding a gas station). Driving performance and eye movement
were measured in this study. Using unimodal interaction, pressing
a button on the steering wheel and Siri talking back through speech
only scored the best ratings. The multimodal interaction, in which
Siri talks back and displays the results on the HUD, scored second
place. In this study, the authors did not use a dedicated GUI for
the HUD but rather mirrored whatever Siri displays on the iPhone
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into the HUD. This could be one reason the multimodal interaction
scored less than the unimodal interaction. The interface of Siri on
the iPhone was designed to serve a small colorful display and not
a transparent display like the HUD on vehicles. An enhancement
to the design of the visual output on the HUD could influence the
results dramatically.

Audio-visual output interaction has always been the ideal modal-
ity for navigation systems. In a novel approach, Topliss et al. used
a HUD to project navigation intersections as fixed arrows and com-
pared it to a lead virtual vehicle projected into the HUD with the
help of augmented reality (AR) [26]. The audio part was basically
the voice instruction of the navigation activity and since audio
complements visual, it is considered a fusion multimodal interac-
tion. The participants were asked to drive and use both navigation
interfaces to reach a destination. The study found no significant
difference between the two methods regarding navigation perfor-
mance, confidence and mental workload. However, it was proposed
that combining the two methods could positively impact naviga-
tion performance. This paper indicates that the current navigation
arrow style is still ideal in some parts of a journey. However, the AR
leading car could enhance the user experience in the other parts but
not replace the arrows completely. Additionally, this study indicates
that modern AR GUI designs could be a good addition to enhance
usability but not necessarily replace non-AR visuals completely.

3.2 Infotainment Display

The infotainment display, also called center stack display, is another
type of in-vehicle display. Some research utilizes the infotainment
display instead of a HUD [10, 24, 27]. Hofmann et al. compared
several concepts of speech-based in-vehicle interface [10]. They had
an interface for command dialog and another for conversational
dialog. They also tested using both interfaces with the combination
of visual GUI displayed on the vehicle’s center stack infotainment
display. The participants were asked to talk to the system and ask
for information or give the system a task to perform (e.g., book a
hotel). Driving performance and usability were the main measure-
ments of this paper. The results show that command-based and
conversational-based dialogs were accepted without the visual out-
put; however, the participants better accepted the command-based
dialog. According to the authors, the reason behind that could be the
limited performance of the conversational system in understanding
the language. Furthermore, the results show that the visual output
had impaired driving performance. The authors recommended that
such GUIs be designed with minimal content so as not to cause
distraction. This paper reveals that visual output should be well
designed to serve the driver’s needs without causing much distrac-
tion and cognitive load. The paper also revealed that GUI design is
a crucial factor for visual output in vehicles. It is worth mentioning
that the display used in this study was located in the center stack
where the driver needed to look away from the road. The display
location concerning the driving situation could cause part of the
distraction. Using a HUD with enhanced GUI design could impact
the results positively. On the speech side of the interaction, a much
more developed conversation dialog system could enhance the user
experience for such multimodal interaction.
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In another research paper, Schneeberger et al. proposed and
conducted a study using a system called GetHomeSafe (GHS) [24].
With a suitable and minimally designed GUI, this system allows
the driver to browse news, make a hotel reservation and use other
social media apps such as Facebook while driving. All services that
GHS offers can be done using a speech dialog system and a GUI that
is displayed on an infotainment display (mounted display on the
center stack). Measuring driving safety and usability, the authors
compared the GHS system to a traditional tablet computer system
mounted in the vehicle. The participants were asked to perform 2
scenarios for each application (i.e., hotel, Facebook and the news
app) using the GHS system, whereas performing one scenario for
each application using the traditional tablet. The results show that
the driver looked less on the road using the tablet, which means
that the GHS system allowed the driver to focus more visually on
the road. From the distraction point of view, the participants were
less distracted while using the GHS. The study also revealed that
GHS was less mentally demanding, and the speech dialog system
was an advantage in road interaction. The GHS generally scored
higher positive ratings for usability over the tablet system. In this
paper, the visual output of the GHS had no major visual distraction
to the driver; the reason could be that the GUI was well designed
to suit a fusion with speech in a driving environment. This study
reveals that a suitable GUI design for the driving environment could
introduce more apps and services while enhancing usability and
maintaining a low mental workload.

Winzer et al. designed and developed two Human Machine In-
terfaces (HMIs) to assist with intersection traffic lights [27]. The
first interface is two-dimensional and the other is perspective HMI.
From these two HMISs, the driver can obtain information about the
upcoming traffic light, whether it is green or red and also a count-
down for red traffic lights. They displayed both interfaces on a 5.7”
mobile phone display mounted on the center stack vent. The voice
also gave directions after each intersection (fusion multimodal). In
this study, the participants were asked to drive once without using
the HMI and twice using the designed HMI (once in the 2D and
another using the perspective design). Measuring eye glances and
considering NHTSA’s (National Highway Traffic Safety Adminis-
tration) guidelines, both HMIs were not visually distracting to the
primary driving task because glances on the HMIs were less than
2 seconds. The main focus of this paper was the design of both
HMIs. They created a suitable visual design that requires the driver
to only glance for less than 2 seconds. Displaying text or a basic
visual design of such an interface could result in a dangerous and
distracting HMI unsuitable for vehicles while on the move.

The literature in this section reveals that GUI design is a cru-
cial factor in developing a suitable fusion visual-speech interaction
for the driving environment. Furthermore, visuals that were de-
signed for a certain type of display do not necessarily suit another
type. When utilizing HUDs for visual-speech fusion interaction, it’s
crucial to approach visuals differently than with normal displays.
Additionally, it is not necessarily that modern AR application de-
signs can completely replace classic arrow designs for in-vehicle
navigation purposes.
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4 OPPORTUNITIES AND CHALLENGES

Based on the presented state-of-the-art literature, this section will
propose future research opportunities and challenges for vehicle
driver fusion visual-speech interaction.

4.1 Visual Output Location

Nowadays, some cars have several displays. The infotainment sys-
tem could be enhanced in terms of user experience and reducing dis-
traction by having the ability to display visuals in different locations
depending on the user’s and the car’s situation. Driving-related
features in a vehicle could also function better depending on where
visuals are displayed. For instance, HUD excels the Head-Down
display (HDD) when displaying speed, navigation directions and
alerts while driving [16, 25]. There are head tracking sensors in
modern Mercedes Benz vehicles that help determine which side
mirror the driver is looking at; if the driver looks at the left side,
he or she can adjust the side mirror without needing to select that
mirror by a switch [19]. In other words, the vehicle is smart enough
to adjust the side mirror that the driver intended to control. This
kind of sensor could serve many other safety and infotainment
features. For instance, some infotainment systems do not offer key-
board typing while the vehicle is in motion to protect the driver
from long visual distractions. With such sensors, we could offer
keyboard typing to passengers if the driver is looking at the road
and not at the display. Another situation in which this kind of sen-
sor could enhance user experience is voice assistance in vehicles
could display some crucial visuals to the suitable display where
the driver is looking. When driving, it could be safer and better to
display some visuals on the HUD, not the center stack display. A
good practice for this is displaying voice assistant responses which
then would be called a fusion visual-speech interaction.

4.2 GUI Design

It is evident that some literature does not focus on GUI design.
However, GUI design could influence usability, cognitive workload
and task completion time. Another aspect that some literature lacks
is GUI design for a display type like HUD; it is not appropriate
to display visuals designed for mobile phone displays or center
stack in-vehicle displays and simply project them on a transparent
display type like the HUD. Colors and visual elements should be
treated differently on HUDs, black color and small sized texts are
not suitable. In fact, it is impossible to use black color visuals and
project them onto a transparent glass via light. Also, other colors
could not be suitable for HUDs because the background’s bright-
ness changes depending on the time of day, vehicle’s location and
weather conditions. HUDs are ideal for in-vehicle AR applications.
However, because these applications are for driving environments,
AR applications should be designed accordingly. A great example
is [23]; they have projected horizontal bars on the road to indicate
when speed reduction should start, and these bars react accord-
ing to the vehicle’s speed and position. In other words, the driver
reduces speed whenever the first bar projected on the ground is
reached and further reduces speed when the second bar is reached.
If this paper only displayed information in numbers (as seconds),
the whole study could have had different results. We are assuming
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this because, in some of the current vehicles, the infotainment sys-
tem displays the distance to the next speed limit change in numbers
(meters), adding other numbers indicating when to start reducing
speed would be overwhelming to read and process. The method
employed in [23] offers promise for mitigating information clutter.
To conclude, HUDs in vehicles should be treated differently, and
GUI design should be innovative to serve the driver’s needs without
exposing him/her to unsafe situations.

4.3 Exploiting Visual-Auditory Fusion Output

Multimodal interaction could eliminate or at least reduce some
issues of unimodal interaction. Speech interaction as an auditory
unimodal has many usability issues that a visual modality could
overcome. Users usually are confused about when to start speaking
to the voice assistant and whether their voice is being recognized
or not [14]. A simple solution utilized in mobile phone operating
systems is to produce an earcon and show an icon (usually a mic)
that reacts to the voice intensity. this visual-auditory multimodal
interaction solved a usability issue of auditory-only interaction.
Speech interaction is temporal, sometimes users may miss what
the systems have said due to high cognitive workload traffic condi-
tions. Fusing speech with visuals could be a solution to this kind of
issue. For instance, whatever the system speaks, a visual represen-
tation of the accomplished action (not necessarily text) could be
displayed for a long period. This way, users could always validate
what the system has done even if they missed its speech. On the
flip side, visual output as unimodal might also be harmful; never-
theless, fusing visual with auditory modality could cure that harm.
Through research, many features and vehicle interactions could
be enhanced and brought to safety by fusion output multimodal
interaction. To conclude, it is not common in research to use fusion
multimodal interaction for vehicle-driver interaction whereas, this
type of multimodality is crucial for future intelligent infotainment
systems.

4.4 Contextual-Aware Vehicles

In a fully autonomous vehicle (AV), visual output is not a distrac-
tion, similarly, in a manual driving vehicle, in some situations, the
visual output does not cause a visual distraction to the driving task.
One of these situations is when the vehicle is in a static form where
the driver does not need to look at the front road. Instead of limit-
ing visual output in all situations in a manual driving vehicle, we
could offer visual output only in situations that do not affect safety
and instead enhance usability. In other words, contextually aware
vehicles could offer a better user experience interacting through a
fusion of visual-auditory multimodal interaction. Another situation
is if the vehicle has an Advanced Driver Assistance System (ADAS)
where that can help the driver maintain lane position on a high-
way with the help of Adaptive Cruise Control (ACC); the driver in
such a situation has less cognitive workload and also can glance
longer on the infotainment display than when driving without an
ADAS. Mobile operating systems, iOS and Android, have unique
interfaces for vehicles, Apple CarPlay [3] and Android Auto [2].
In previous Android Auto releases, the system turns the interface
to dark mode (where dark colors are used rather than bright ones)
when the vehicle turns the main beam on. Since the vehicle has a
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sensor to measure the amount of the ambient light, Android Auto
uses that sensor indirectly to enhance user experience. If an exter-
nal system could access some of the vehicle’s parameters, then the
vehicle’s own system has access to even more parameters. In other
words, the vehicle’s infotainment system is most worthy to exploit
these parameters to offer intelligent and enhanced user experience
infotainment systems and presumably reduce distraction to the
primary task.

5 CONCLUSION

We presented in this paper the state-of-the-art literature on fusion
visual-speech multimodal interaction from the vehicle-driver per-
spective. The number of in-vehicle multimodal interaction papers
is vast however, very few focus on the fusion type. We have ex-
cluded all non-fusion multimodal interaction and all driver-vehicle
interaction papers. Thus, the presented literature in this paper is
specifically for vehicle-driver fusion visual-speech multimodal in-
teraction.

The fusion of visual and speech for in-vehicle interaction plays
a significant role in developing intelligent infotainment systems
for future vehicles. Depending on the level of intelligence, intel-
ligent infotainment systems would have a significant impact on
enhancing drivers’ user experience for current vehicles and most
probably for future fully autonomous vehicles. In non-autonomous
vehicles, such a system would help improve safety by visually in-
teracting only in safe situations, as well as displaying visuals on
a suitable screen. Based on the presented literature, four findings
are worth considering. To begin with, depending on different driv-
ing situations, intelligent infotainment systems should exploit the
number of displays in the vehicle to show visuals on the most suit-
able display location. Additionally, research should emphasize GUI
design considering the type of display. Furthermore, infotainment
systems should exploit visual-speech fusion multimodal to enhance
user experience and safety rather than offering a redundant type of
multimodality. Finally, contextual-aware vehicles could boost the
development of intelligent infotainment systems for future vehicles.

In future works, it will be beneficial to evaluate a visual-speech
fusion infotainment system that considers minimalist GUI design
and acknowledges the characteristics of the different types of dis-
plays. A step further is to test how that system would perform with
an implicit interaction in different driving conditions (i.e., a city
and highway drive).
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