Move’n’Hold Pro: Consistent Spatial Interaction Techniques for
Object Manipulation with Handheld and Head-mounted Displays
in Extended Reality

Kai J. Klingshirn
klingshi@rptu.de
Human Computer Interaction Lab,
RPTU Kaiserslautern-Landau
Kaiserslautern, Germany

Cindy Herold
herold@rptu.de
Human Computer Interaction Lab,
RPTU Kaiserslautern-Landau
Kaiserslautern, Germany

Vera M. Memmesheimer
v.memmesheimer@rptu.de
Human Computer Interaction Lab,
RPTU Kaiserslautern-Landau
Kaiserslautern, Germany

Bahram Ravani
bravani@ucdavis.edu
Department of Mechanical and

Achim Ebert
achim.ebert@rptu.de
Human Computer Interaction Lab,

RPTU Kaiserslautern-Landau
Kaiserslautern, Germany

Aerospace Engineering, University of
California, Davis
Davis, CA, USA

Figure 1: Move’n’Hold Pro provides direct and continuous object translation or rotation for MR-HHDs, MR-HMDs, and VR-HMDs;
for example: (a) continuous translation using left- and right-thumb-touch with MR-HHD; (b) object selection by moving the
red selection point to the manipulable object with MR-HMD; (c) rotation through direct mapping using left-thumb-touch with

VR-HMD.

ABSTRACT

Extended Reality (XR) technologies are still lacking appropriate
interaction methods that enable users to seamlessly switch between
different XR devices and degrees of virtuality. Addressing this gap,
we present Move’n’Hold Pro — a set of consistent object manipu-
lation techniques that are available for Mixed Reality handheld
displays (MR-HHDs) as well as for Mixed and Virtual Reality head-
mounted displays (MR-/VR-HMDs). Move’n’Hold Pro extends MR-
and VR-HMDs with a tablet controller that implements object ma-
nipulation methods proposed by latest research on MR-HHD-Uls.
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Thereby, users can combine tablet movement and peripheral touch
to translate or rotate virtual objects through direct or continuous
manipulations. In our evaluation, comparing Move’n’Hold Pro to a
State of the Art system, Move’n’Hold Pro was rated as the preferred
system and to be easier to relearn. Furthermore, Move’n’Hold Pro
reduced cognitive efforts, improved usability, and provided more
cross-device benefits.
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1 INTRODUCTION

Extended Reality (XR) environments, encompassing different de-
grees of virtuality (i.e., Mixed and Virtual Reality (MR/VR)) as
well as different devices (i.e., handheld and head-mounted displays
(HHDs/HMDs)), have the potential to transform and improve entire
working environments by relocating them to 3D. Yet, despite great
enthusiasm, the widespread application of XR in real-world set-
tings fails to materialize. We consider the lack of suitable interaction
methods as one of the main obstacles to XR’s broader acceptabil-
ity. While previous research has focused extensively on solving
usability issues of interaction techniques for single access points
of XR (MR-HHDs, MR-HMDs, or VR-HMDs), little research has
been conducted on interaction paradigms that are applicable across
different devices and degrees of virtuality. However, seamless tran-
sitions between these access points are expected to be an essential
requirement in real-world applications. We believe that effective
spatial interaction requires a completely new interaction paradigm
rather than transferring well-established 2D interaction paradigms
to XR. Thereby, the initial effort required to learn a new interac-
tion technique is likely to be compensated over time if the new
technique is tailored specifically for spatial interaction. When all
access points are equipped with the same interaction paradigm, we
further expect users to benefit from learning effects while switching
between different access points. Addressing this gap, we propose
Move’n’Hold Pro — an entire set of consistent interaction techniques
for object translation and rotation with MR-HHDs, MR-HMDs,
and VR-HMDs. Move’n’Hold Pro extends an advanced interaction
method for MR-HHDs called Move’n’Hold [11] that allows seamless
combinations of direct and continuous object manipulation solely
through device movement and peripheral touch. To this end, we
revisit the design of Move’n’Hold, transfer it to a MR-HMD and a
VR-HMD using tablet controllers, and compare Move’n’Hold Pro to
a State of the Art system in a detailed user study.

2 BACKGROUND AND RELATED WORK

Previous research has outlined XR’s wide range of applications.
For instance, VR can provide detailed training environments, en-
able virtual prototyping, or remote collaboration. In MR, virtual
augmentations can extend physically existing parts of a prototype
or support communication between a local worker and a remote
expert. Depending on the use case, either HHDs or HMDs may
be favored. For instance as mentioned by Zhu and Grossman [20],
HHDs are highly accessible due to their ubiquity and precise input
options on high-resolution displays while they provide limited spa-
tial in- and output options. HMDs enable spatial in- and output but
lack well-known and precise interaction methods. Moreover, HMDs
are less ubiquitous than HHDs and not yet qualified for industrial
environments.

Well-established touch-based interaction techniques are inap-
propriate for MR-HHDs as they are prone to occlusion and fatigue
when the HHD is held up with one hand while the other hand
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performs touch gestures. A detailed requirements analysis for MR-
HHD-UIs can be found in [11]. As an alternative, device-based
object manipulation techniques have been proposed which map
the HHD’s movement to objects (e.g., [10, 15]). While device-based
manipulation allows holding the device with both hands, it is lim-
ited by arm and wrist movement restrictions. Addressing these
limitations, Memmesheimer et al. [11] proposed Move’n’Hold — a
novel interaction paradigm for object translation and rotation with
MR-HHDs which offers an option for automated continuous object
manipulation. Hence, it allows users to intuitively combine large
and coarse movements with small and precise movements.
Out-of-the-box interaction techniques for HMDs such as mid-air
gestures and controllers are often physically demanding, impre-
cise, or rely on external tracking. In this context, the integration
of mobile devices like phones or tablets was deemed promising
due to their ubiquity and precise input options such as multi-touch
or device movement captured through IMU sensors. Furthermore,
they can be employed as secondary displays. Previous research has
explored the integration of smartphones (e.g., [6, 7, 14, 16, 18, 20])
and tablets (e.g., [5, 8, 9, 17]) with VR-HMDs (e.g., [6, 8, 16, 17, 19])
as well as with MR-HMDs (e.g., [5, 7, 9, 14, 18, 20]) for various
purposes. In this paper, we focus on the integration of tablets to en-
hance object manipulation. Knierim et al. [7] combined a MR-HMD
and a phone which can be used to perform object manipulations
through different touch gestures. Whenever the user begins to trans-
late an object, a reference coordinate system is set up. Translations
along the x- or z-axis can be performed by single taps followed by a
horizontal or vertical swipe while a double tap followed by a swipe
enables y-axis translations. Rotations around the y-axis can be per-
formed with multi-touch (i.e., two finger rotations on the screen).
In Luo et al’s [9] approach, a virtual object seen though a MR-HMD
is attached to a tablet. The tablet’s movement in space is mapped
to the object such that its position and orientation are updated at
the same time. Another approach of a MR-HMD extended with a
phone was proposed by Unlu and Xiao [18]. In their application, the
phone acts as a 6DOF input device as well as a 3D trackpad. To this
end, a virtual plane is attached to the phone. Virtual objects that
are located on this plane can be moved on the plane through touch
gestures on the phone’s display. In the application proposed by Kari
and Holz [6], a phone connected to a VR-HMD can be used to adjust
the position and orientation of two virtual hands that are located
on a plane. The plane is generated according to the phone’s posi-
tion and orientation and constantly adapted based on the phone’s
movement. The virtual hands can then be controlled through touch
input via the thumbs on the phone’s left and right display side.
Clutch during touch input and phone movement amplifications
for computing the plane position enable large hand movements.
Users can grasp objects by applying touch after hovering them with
the virtual hand and place the objects by releasing touch. Further
approaches involving VR-HMDs have been proposed by Surale et
al. [17] who enabled object manipulation in VR through a tablet
as well as by Zhao et al. [19] who extended the VR-HMD with a
custom, tablet-like device that is able to provide haptic feedback. In
both approaches, the tablet is visualized in the VR scene. In [19], the
complete VR scene is rendered on the virtual tablet and frozen upon
the initiation of object manipulation. As such, the user can select
objects by touching them on the tablet’s screen and then translate
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and rotate them through touch gestures. In [17], the tablet serves as
a viewport. To select an object, users can hit the desired object with
one corner of the tablet or move the tablet in front of the desired
object and tap on the screen. Selected objects can be manipulated
with touch gestures whereby different tablet orientations can be
used to fix different axes.

While these interaction paradigms presented in previous re-
search were deemed helpful in the context of HMDs, their design
is not directly transferable to object manipulation with MR-HHDs.
One-handed touch input is not suitable for MR-HHDs as it is prone
to fatigue, occlusion issues, and tends to become tedious during
complex multidimensional manipulations. Furthermore, the inte-
gration of continuous movement can reduce clutching during large
manipulations. Hence, a consistent interaction paradigm that al-
lows switching between XR’s main access points without having
to spend a lot of temporal and cognitive efforts to adapt to the new
setup is still missing.

3 DESIGNING MOVE’N’HOLD PRO

To address the gap identified in Section 2, we extend the interaction
paradigm Move’n’Hold [11] for HMDs and present Move’n’Hold
Pro — a novel, unvarying set of object translation and rotation
techniques for XR’s main access points: MR-HHDs, MR-HMDs,
and VR-HMDs. To this end, we divide the translation and rotation
process into the following steps: First, the user (1) specifies the
object to be manipulated, then (2) confirms the selection, and finally
(3) translates or rotates the object.

Using Move’n’Hold for MR-HHDs as described in [11], (1) the
desired object is specified by centering it in the HHD’s screen (i.e.,
it turns green), (2) selection is then confirmed by left-thumb-touch,
and (3) the object is manipulated by translating or rotating the HHD.
As long as left-thumb-touch is active, the HHD’s movement (i.e., its
translation or rotation) is directly mapped to the object. Since such
manipulations affect physical effort and are limited by arm and wrist
movement restrictions, Move’n’Hold offers continuous movement:
After some initial object manipulation (1+2+3), the user can (4) add
right-thumb-touch to translate or rotate the object automatically
(i.e., without moving the HHD) in the direction specified in step
(3). This movement continues until right-thumb-touch is released,
whereby the speed of movement can be set by the length of the
initial movement. Move’n’Hold Pro implements Move’n’Hold for
MR-HHD:s as in [11] with two exceptions: We add a red selection
point to the screen’s center to support object selection and do not
implement axis locking as Memmesheimer et al. [11] found that it
was less helpful than expected.

Thus, Move’n’Hold involves two senses: vision (i.e., centering
the desired object in the field of view) and touch (i.e., translating
or rotating the device while applying peripheral touch). To trans-
fer Move’n’Hold as seamlessly as possible to HMDs, we add the
same red selection point to the HMD’s scene and integrate a tablet
controller. The desired object can then be (1) specified through
vision (i.e., adjusting the field of view to move the red point) and
manipulated (2+3+4) by combining touch and tablet movements.
While in the MR-HHD setting (Fig. 1a) the tablet handles input and
output and thus has to be held up high, it only handles input and
can be held in any position and orientation in the HMD settings
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(Fig. 1b+c, 2a+b). Following [11, 12], we separate translation and
rotation methods and did not implement axis locking.

4 IMPLEMENTATION

To compare Move’n’Hold Pro to a State of the Art system, we im-
plemented translation and rotation methods for a MR-HHD (Apple
iPad Pro, 11linch 3rd Gen.), a MR-HMD (Microsoft HoloLens 2),
and a VR-HMD (HTC VIVE PRO). The 12 interaction techniques
were developed in Unity using ARKit, Mixed Reality Toolkit, and
XR Interaction Toolkit. An overview of the interaction methods
provided by both systems is given in Table 1.

4.1 Move’n’Hold Pro Interaction Methods

Move’n’Hold Pro extends Move’n’Hold from [11] and transfers it to
MR- and VR-HMDs as described in Section 3.

4.1.1 MR-HHD. Move’n’Hold Pro for MR-HHDs was implemented
as described in [11]. We check for collisions between a ray shot
from the device camera’s center (i.e., the red selection point) and a
manipulable object as long as no touch input is detected. If hit by
the ray, the object turns green and the selection point disappears.
Upon left-thumb-touch, we store the device’s current position vy
and orientation gy in space. While only left-thumb-touch is ac-
tive, we then translate / rotate the object through direct mapping.
Thus, we add the vector vmove / multiply the quaternion gmove that
describes the device’s translation / rotation in the last frame to
the object’s current position v,y / by the object’s current orienta-
tion gop; (Eq. 1/2). When touch is added on the right display side,
we compute vy14 / ghold that describe the device’s translation /
rotation from vy / gy to the device’s current position vyt / orien-
tation grit (Eq. 3/4). For continuous object manipulation, we then
add vyelg / multiply gnold to the object’s current position v / by
the object’s current orientation g,pj and perform a linear interpo-
lation with 0.1 like in [11]. The object’s position / orientation is
then updated to the interpolated value vjep / Glerp (Eq. 5/6). While
left- and right-thumb-touch remain active, the object moves auto-
matically by updating its position / orientation to vjerp / Glerp in
every frame. When right-thumb-touch is released, the object stops
moving automatically and the user can resume manipulation with
direct mapping.

4.1.2 MR-HMD / VR-HMD. Move’n’Hold Pro for MR- and VR-
HMDs consists of two apps running on an Apple iPad Pro (11linch,
4th Gen.) and the HMD (i.e., Microsoft HoloLens 2 or HTC VIVE
PRO) which communicate through UnityWebRequests. To ensure
that the tablet’s and HMD’s coordinate systems have the same
orientation, both devices are started in a fixed position and ori-
entation. Upon launch, the tablet app asks the HMD app to share
the active manipulation mode (translation/rotation). Similar to the
MR-HHD app, a red selection point is located in the center of the
HMD’s camera. As long as no touch is detected on the tablet, the
HMD checks for collisions between a ray originating from the
HMD (i.e., the red selection point) and manipulable objects. When
a collision is detected, the selection point disappears and the ob-
ject turns green. Upon touch detection, the tablet asks the HMD
for currently selected objects. If an object was hit by the HMD’s
head-ray when left-thumb-touch was applied, the tablet starts to
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Figure 2: Move’n’Hold Pro for (a) translation and (b) rotation: When only left-thumb-touch is active (orange) the tablet’s
movement is directly mapped to the object. Adding right-thumb-touch (blue) starts automated object movement (i.e., without

tablet movements).

cache its movement: vmgve, gmove, and hold (a boolean which stores
if right-thumb-touch is registered). If hold is true, vpo1q / Ghold are
calculated and cached as well. In every frame, the collected data is
sent to the HMD. The HMD constantly updates internal variables
storing hold, vpold / qhold> and adds vmove / gmove to two lists. If
only left-thumb-touch is active, the selected object is manipulated
(Eq. 1/2) by processing the list of vectors vmove / quaternions gmove-
If left- and right-thumb-touch are active, the object’s new position
Olerp / OFientation gjerp is computed by linear interpolations (Eq. 5/6)
similar to the MR-HHD app described in Section 4.1.1. If left- and
right-thumb-touch are released, the tablet informs the HMD ac-
cordingly, selection with the HMD’s head-ray is activated again,
object manipulation stops immediately, and the lists of translation
vectors and rotation quaternions in the HMD app are cleared.

UobjNewDM = Ymove + Uobj (1)
9objNewDM = gmove * qobj (2)
Uhold = Urtt ~ Vlit ®3)

-1
qhold = qrtt * qltt 4)

UobjNewCM = Olerp = Vecmr&Lerp(Uobj’ Uhold * Yobjs 0.1) (5)

qobjNewCM = Glerp = Quate’"”i0”~LeVP(‘Iobj, dhold * Gobj> 0.1) (6)

4.2 State of the Art Interaction Methods

For our State of the Art system (SotA) we chose to implement out-of-
the-box techniques based on touch, gestures, and controllers which
are most common in practical use. Similar to our implementation of
the Move’n’Hold Pro interaction methods, we separate translation
and rotation.

4.2.1 MR-HHD. Objects are selected and turn green via touch. The
selected object can then be manipulated by dragging the finger on
the screen. During translation tasks, the object is moved according
to the finger’s movement on an invisible plane which is parallel to
tablet’s orientation. During rotation tasks, the object is surrounded
by an invisible sphere. By moving the finger on the screen the
sphere is rotated around its center and the same rotation is applied
to the object.

4.2.2 MR-HMD. Objects are manipulated with the standard mid-
air gestures for Microsoft HoloLens 2 from the Mixed Reality Toolkit.
The user can point at objects and perform a pinch gesture once a
ray originating from the hand collides with the object. While per-
forming the pinch gesture, the object follows the hand’s translation
or rotation.

4.2.3 VR-HMD. Object translations and rotations can be performed
with the standard HTC VIVE PRO controller. We extract controller
input, its position and orientation such that the user can select
objects by pressing the controller’s trigger button when a ray origi-
nating from the controller collides with the object. The controller’s
translation or rotation in space is then mapped to the object as long
as the trigger button remains pressed.

5 USER STUDY

5.1 Experimental Design and Procedure

We compared Move’n’Hold Pro (Fig. 3a—c) to SotA (Fig. 3d-f) in
a user study with 20 participants (10 male / 10 female; 20-37y/o0).
Some had previous experience with MR-HHDs (70%), MR-HMDs
(40%), and VR-HMDs (60%). We considered three independent vari-
ables: system (Move’n’Hold Pro, SotA), device (MR-HHD, MR-HMD,
VR-HMD), and task (translation, rotation), yielding 12 sessions (i.e.,
system X device X task). Half of the participants performed all tasks
with SotA prior to Move’n’Hold Pro and vice versa. Using both sys-
tems, translation and rotation tasks were first completed with the
MR-HHD. To investigate cross-device learnability, half of the partic-
ipants continued with the VR-HMD and used the MR-HMD last and
the other half used the HMDs in reverse order. As recommended
in [11], translation tasks were performed prior to rotation tasks.
The participants watched an explanatory video and performed a
short training session before each session and provided difficulty
ratings (DIFF_exp, DIFF_large) afterwards. After task completion
with all devices using the first system, the system was assessed
with the System Usability Scale (SUS) [2] and NASA TLX [13]. This
procedure was repeated for the second system followed by final
questions about both systems.
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Figure 3: (a-c) Move’n’Hold Pro and (d-f) SotA for (a+d) MR-HHDs, (b+e) MR-HMDs, and (c+f) VR-HMDs.

Move’n’Hold Pro SotA
MR-HHD, MR-HMD, VR-HMD MR-HHD MR-HMD VR-HMD

selection adjust the position or orientation of | touch the object on | point at the object | point at the object
the HHD / HMD such that the red | the HHD’s screen with the finger | with the controller
selection point in the display’s cen- (hand gesture)
ter hits the object

translation | the tablet’s translation / rotation | the object is trans- | the object is trans- | the object is trans-

or rotation | is mapped to the object while left-
thumb-touch is applied; continuous
translation / rotation can be started

by adding right-thumb-touch

lated / rotated by
dragging the finger
on the screen

lated / rotated based
on hand movements
while a pinch ges-
ture is performed

lated / rotated based
on controller move-
ments while the trig-
ger button is pressed

Table 1: Selection, translation, and rotation methods as provided in Move’n’Hold Pro and SotA.

5.2 Tasks

In each of the 12 sessions, each participant completed 8 translation
or 8 rotation tasks with a MR-HHD, MR-HMD, or a VR-HMD us-
ing Move’n’Hold Pro or SotA (i.e., 96 object manipulation tasks per
participant). During translation tasks an opaque manipulable cube
(0.2m X 0.2m X 0.2m) had to be moved into a semi-transparent tar-
get cube (0.25m X 0.25m x 0.25m) which was placed in the scene’s
center. When the manipulable cube was inside the target cube,
the manipulable cube disappeared and the next manipulable cube
appeared at a new position. We computed the initial positions of
the manipulable cubes as follows: Starting from the target cube’s
position, the manipulable cube was translated 0.75m along the x-,
y-, and z-axis either in the positive or negative direction, yield-
ing eight different positions. During rotation tasks an opaque box
(0.1m X 0.15m X 0.1m) was placed inside a semi-transparent box
(0.2mx 0.3m % 0.2m) in the scene’s center. Participants had to rotate
the inner box such that the differently colored sides of the inner
and outer box matched. When the inner box’s orientation differed
less than 4 degrees on each axis from the outer box, the next box
appeared. Similar to translation tasks, the initial orientations were
set by 40 deg rotations around the x-, y-, and z-axis either in the
positive or negative direction, yielding 8 different orientations. To
ensure the comparability of task completion times, a simple task
(i-e., a 0.75m translation along / 40 deg rotation around the x-axis)
had to be completed before the first task started. Throughout the
experiment, the participants could move around in a limited area
(3m X 3m).

5.3 Hypotheses and Measuring Instruments

We compared SotA and Move’n’Hold Pro based on hypotheses H1-
H9 with respect to temporal and cognitive effort, usability, and
user preferences with the following measuring instruments. We

measured task completion times (TCTs) (i.e., the time span between
the appearance and disappearance of each virtual box). For each
interaction technique we collected two difficulty ratings DIFF_exp
and DIFF_large from 1 (very easy) to 5 (very difficult). Thereby,
DIFF_exp corresponds to the perceived difficulty while performing
the tasks in our study and DIFF_large corresponds to the expected
difficulty while performing larger manipulations (i.e., longer trans-
lations / rotations). Furthermore, we computed NASA TLX [13]
and SUS [2] scores for both systems and asked the participants
about the system that they (Q1) prefer, think provides (Q2) higher
accuracy, (Q3) more cross-device benefits, and expect to be (Q4)
easier to relearn.

e H1 Overall, translation and rotation tasks can be completed
faster with Move’n’Hold Pro than with SotA.

e H2 Participants who use the MR-HMD after the VR-HMD,
complete (a) translation and (b) rotation tasks with the MR-
HMD faster than participants who use the MR-HMD first.
Participants who use the VR-HMD after the MR-HMD, com-
plete (c) translation and (d) rotation tasks with the VR-HMD
faster than participants who use the VR-HMD first. These
improvements are higher for Move’n’Hold Pro compared to
SotA.

o H3 The perceived difficulty of performing object (a) transla-
tions and (b) rotations in our study is lower with Move’n’Hold
Pro than with SotA. The expected difficulty of performing
longer (c) translations and (d) rotations with Move’n’Hold
Pro is lower than with SotA.

e H4 The NASA TLX scores for (a) translation and (b) rotation
tasks are lower for Move’n’Hold Pro than for SotA.

e H5 The SUS scores for Move’n’Hold Pro are higher than for
SotA.
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o Hé6 If their job would require them to use and switch between
MR-HHDs, MR-HMDs, and VR-HMDs, the participants will
prefer to use Move’n’Hold Pro instead of SotA.

e H7 The participants think relearning Move’n’Hold Pro will
be easier than relearning SotA.

e HB8 If they had to complete similar tasks as accurately as
possible, the participants think they could achieve the best
results using Move’n’Hold Pro instead of SotA.

e H9 The participants think that Move’n’Hold Pro provides
more cross-device benefits than SotA.

6 RESULTS

The mean sum of TCTs for completing all translation and rotation
tasks with all devices was only slightly lower with Move’n’Hold Pro
than with SotA (see Fig. 5e, F11). To examine cross-device learnabil-
ity, the participants were divided into two groups: GroupA used the
MR-HMD after the VR-HMD and GroupB used the VR-HMD after
the MR-HMD. When comparing the mean TCTs of these groups for
single translation and rotation tasks, we found that Move’n’Hold
Pro provided higher overall improvements than SotA when moving
from one HMD to the other. When using the MR-HMD with SotA,
GroupA was slower than GroupB — resulting in a negative value
in the chart showing the cross-device improvement. Considering
the MR-HMD, GroupA had lower TCTs when translating (Fig. 4a,
H2a) and rotating (Fig. 4b, H2b) objects than GroupB. For the VR-
HMD, GroupB was faster than GroupA using SotA and Move’n’Hold
Pro. Thereby, higher improvements were observed for Move’n’Hold
Pro during translation (Fig. 4c, H2c) and for SotA during rotation
(Fig. 4d, ).

As shown in Fig. 5¢, Move’n’Hold Pro was perceived slightly more
difficult than SotA for translation (H3a) but SotA was rated sub-
stantially more difficult than Move’n’Hold Pro for rotation (H3b).
Moreover, Move’n’Hold Pro is expected to be much easier than SotA
during large translations and rotations (Fig. 5d, H3c+d). Regarding
the NASA TLX, Move’n’Hold Pro outperformed SofA in the transla-
tion and rotation tasks (Fig. 5a, H4a+b). Similar to DIFF_exp and
DIFF_large, Move’n’Hold Pro substantially decreased the workload
experienced during rotation compared to SotA.

Usability measured by the SUS score for Move’n’Hold Pro (80.88)
was higher than for SotA (66.13) (Fig. 5b, H5). Fig 6 shows that
the majority chose Move’n’Hold Pro as their preferred system (H6),
thinks that it will be easier to relearn (H?7), provides more accuracy
(H8) and cross-device benefits (i.e., benefits gained from using one
device when switching to another) (H9).

7 DISCUSSION

Move’n’Hold Pro only slightly reduced temporal efforts compared
to SotA in our study. However, based on the cross-device improve-
ments (Fig. 4), we expect temporal efforts for Move’n’Hold Pro to
decrease even further when the different devices are used more
extensively and users have to switch between them more often.
Furthermore, Move’n’Hold Pro substantially decreased cognitive
efforts, especially while rotating objects. Considering Grier’s [4]
meta analysis, the total weighted NASA TLX score obtained for
Move’n’Hold Pro (20.88) is lower than 90% of the Uls reviewed while
for SotA (33.73) it is only lower than 75% of the UIs reviewed. Based
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on our difficulty ratings, we expect Move’n’Hold Pro to be particu-
larly advantageous for large manipulations. Moreover, we conclude
that Move’n’Hold Pro provides higher usability than SotA based on
the SUS ratings and the final questionnaire. Considering the adjec-
tive ratings for SUS in [1], Move’n’Hold Pro’s SUS score indicates
Good to Excellent user-friendliness while SotA’s SUS score only
indicates OK to Good user-friendliness.

While using Move’n’Hold Pro, participants did not only apply
right-thumb-touch to perform long and continuous manipulations
but also repeatedly applied / released right-thumb-touch to perform
short automated movements. Furthermore, participants used the
smart rotation strategy which has already been observed in [11]:
Aligning the tablet’s front side with the manipulable box’s front
side and then moving the tablet towards the target box’s front side
while applying touch allowed the participants to intuitively perform
complex rotations even without looking at the tablet (i.e., when
using the MR-HMD or VR-HMD). In the last sessions of Move’n’Hold
Pro many participants reported that they already know how to
use Move’n’Hold Pro and do not need the explanatory video. To
maintain comparability, the participants still watched the videos.
Nevertheless, we consider these comments as a confirmation that
Move’n’Hold Pro indeed enables seamless transitions from one of
XR’s access points to another.

While our approach does not allow hands-free interaction, we
do not consider this to be a disadvantage as other researchers have
shown that the integration of mobile devices provides versatile
advantages such as offering a secondary output modality or input
through non-spatial Uls [5, 7, 9, 14, 16, 18, 20] as well as a win-
dow towards reality when immersed in VR [3]. Furthermore, our
study also revealed the limitations of hands-free input: Especially
while performing object rotations with mid-air gestures the par-
ticipants experienced difficulties due to movement restrictions in
the wrist. Similar issues were observed when using the controller,
however they were not as severe as with the gestures. Move’n’Hold
Pro addresses this issue through the integration of continuous ma-
nipulation. Apart from mid-air gestures, using other hands-free
input modalities such as gaze or speech for 3D manipulation is even
more complex. Therefore, we believe that for 3D manipulation, the
integration of a tablet controller as provided in Move’n’Hold Pro is
more suitable than hands-free input.

8 CONCLUSIONS AND FUTURE WORK

In this paper, we presented a holistic XR interaction technique
considering different XR devices and degrees of virtuality. To this
end, we developed Move’n’Hold Pro - a set of object translation and
rotation techniques that is consistent for MR-HHDs, MR-HMDs,
and VR-HMDs. With Move’n’Hold Pro we seek to make it easier
for future users to seamlessly switch between XR’s main access
points and reduce cognitive and temporal efforts required to re-
adapt to the system. The development of Move’n’Hold Pro builds up
on latest research on MR-HHD-UIs such that using all three devices,
virtual objects can be manipulated based on a tablet’s movement
and peripheral touch. In a first evaluation comparing Move’n’Hold
Pro to a State of the Art system, Move’n’Hold Pro was rated as the
preferred system and to be easier to relearn. It reduced cognitive
efforts, improved usability, and provided more cross-device benefits.
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Figure 4: First row: Mean TCTs and 95% confidence intervals for single translation / rotation tasks with the MR-HMD / VR-HMD
by GroupA (VR-HMD before MR-HMD) / GroupB (MR-HMD before VR-HMD). Second row: Improvement of the mean TCTs

from (a+b) GroupB to GroupA, (c+d) GroupA to GroupB.
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Figure 6: Answers to the final questions comparing Move’n’Hold Pro and SotA in [%].

Here, we present the integration of a tablet controller for two
HMDs: the Microsoft HoloLens 2 and HTC VIVE PRO. However,
based on the implementation described above, Move’n’Hold Pro can
also be extended to other HMDs which allow receiving and sending
http requests. Furthermore, the virtual boxes that were manipulated
in our study can be easily replaced with multiple virtual objects
like furniture, machines, or components of virtual prototypes in
various domains such as the automotive or aerospace industry. In
future work, we are planning to conduct an extended evaluation

with a larger sample size and to apply Move’n’Hold Pro to different
complex use cases such as factory layout planning. We expect
planning engineers to benefit from Move’n’Hold Pro’s scalability
throughout the planning process: They may easily switch between
VR-HMD:s in early stages of the planning process and MR-HMDs
or MR-HHDs in later stages when physically existing factory parts
are augmented with virtual components that can be translated and
rotated using Move’n’Hold Pro.
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